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Abstract – This research work is devoted to design speed 

optimized Multiply Accumulate Unit. MAC Unit is a digital co-

processor that plays a prominent role in digital domain to perform 

various sophisticated tasks such as FFT, DFT, resolving various 

complex equations being used in the digital domain etc. 

Furthermore that it is also used in various configurations such as 

IIR, FIR etc. Every digital domain based technology depends 

upon the operations performed by MAC Unit either partially or 

whole. MAC unit can performs multiply then accumulate 

operation. Speed is the most prominent factor of processor and 

controllers being used recently. To meet this major concern of 

“speed” it’s imperative to have particular high speed MAC. 

That’s why it is highly imperative to design speed efficient MAC 

unit, only because of this efficiency of those modules can be 

enhanced which lies upon the operations performed by MAC unit. 

The speed of MAC unit mainly depends upon the speed of 

multiplier. So many multiplication algorithms have been 

investigated and showcased now-a-days at algorithmic and 

structural level by researchers and scientists. After a thorough 

study and proper analysis we have seen that Karatsuba 

multiplication technique is the best algorithm that gives much 

better result in comparison to other conventionally used 

multipliers in terms of speed. In this dissertation work after 

introducing karatsuba multiplier in proper way, it has been 

implemented on practical grounds. Then we have proposed that 

multiplier for designing MAC unit. This proposed MAC Unit is 

able to perform different arithmetic operations at high speed. 

Combinatorial form has been utilized to design all sub-modules 

being used in the MAC unit. And integrated in the final unit, reset 

and clock functionality has been provided in this final unit to have 

better control on the circuitry. To design proposed MAC unit 

Verilog hardware description language (HDL) has been utilized. 

Data flow modeling has been used to design operational sub-

modules and finally behavioral modeling style has been used to 

integrate these modules. For this design the target FPGA, which 

has been used belongs to Spartan-3 (family), XC3S50 (device), 

PQ208 (package) with speed grade of -5. Xilinx synthesis tool 

(XST) of Xilinx ISE-9.2i has been used for synthesis purpose. For 

the behavioral simulation purpose ISE simulator has been used.  

Index Terms – Karatsuba multiplication algorithm, Arithmetic 

Unit, Arithmetic Logic Unit, Addition tree structure. 

1. INTRODUCTION 

MAC unit plays a key role in digital domain, and is able to 

perform “multiply then accumulate” operation. Following 

given block diagram can help to understand MAC unit 

working, where Mac unit has been showcased on the field 

programmable gate array (FPGA). 

 

Figure 1.1 Block Diagram of MAC UNIT 

There are two interfaces, through which the MAC Unit can be 

accessed. The input can be given using input switches of 

FPGA board. This input goes to multiplier and multiplicand 

respectively given by user. Then the processed output data 

can be seen at output device, which is LCD output of FPGA. 

In computing, especially digital signal processing, most 

common operation is multiply–accumulate operation that 

computes the product of two numbers and adds that product 

http://en.wikipedia.org/wiki/Computing
http://en.wikipedia.org/wiki/Digital_signal_processing
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using accumulator. Hardware unit or Physical unit that 

performs this operation is known as a multiplier–accumulator 

(MAC, or MAC unit); the operation itself is also often called 

a MAC or a MAC operation. The MAC operation modifies an 

accumulator a: Multiplier–accumulator (MAC, or MAC unit); 

the operation itself is also often called a MAC or a MAC 

operation. The MAC operation modifies an accumulator a: 

 

The MAC unit shown in the block diagram is able to perform 

arithmetic operations such as Addition and Multiplication. 

Multiplication-and-accumulate operations are very important 

and dominant for digital filters. Therefore, by the use of speed 

optimized MAC unit high-speed filtering and other 

processing typical for DSP applications can be achieved. 

Along with this it can also process data separately than CPU, 

thereby reduce CPU load 

The speed of this co-processor mainly depends upon the 

multiplication unit. As multiplication unit consumes more 

area, power and energy so it is a unit of high importance. So, 

it can be said that by optimizing the multiplication unit, MAC 

unit can also be optimized. 

2. PROPOSED KARATSUBA MULTIPLIER       

ALGORITHM 

In this the polynomial based multiplication is performed. For 

the algorithmic representation we have taken two numbers one 

is multiplicand say X and second one is multiplier say Y. This 

multiplier works on the same logic as any decimal number can 

be represented with its base number. For example (1432)10 can 

be represented as 14x102 + 32. Similarly X and Y can be 

rewritten as: - 

X = X1 Bm + X0. 

Y = Y1 Bm + Y0. 

Here B is the base number, and value of m is chosen in a proper 

form such that Bm should be greater than the X0 and Y0. 

Now multiply these two numbers X and Y: -  

X*Y =   (X1 Bm + X0)*(Y1 Bm + Y0). 

 = Z2B2m + Z1Bm + Z0 

Where  

Z2 =   X1Y1;  

Z1 = ((X1+X0)* (Y1+Y0)) – Z2– Z0; 

   = ((X1+X0)* (Y1+Y0)) – X0Y0– X1Y1.  

 Z0 = X0Y0; 

Then putting these values to the equation “Z2B2m + Z1Bm + 

Z0” final product can be obtained. Advantage of this algorithm 

is its high speed performance.  

Illustration with example: - 

X = (1001)2 = (10*22 + 01)2; 

Y = (0110)2 = (01*22 + 10)2; 

Z2 =   X1Y1 = (10*01)2 = (10)2;  

Z0 = X0Y0 = (01*10)2 = (10)2 

Z1 = ((X1+X0)* (Y1+Y0)) – Z2– Z0 = (10+01)2 * (01+10)2 – 

(10)2 – (10)2 = (101)2; 

Final result = Z2B2m + Z1Bm + Z0 = (10)2*(24)10+ (101)2 * 

(22)10 + (10)2 = (110110)2. 

But it also has a limitation that value of Z1 depends upon the 

value of Z2 and Z1. By overcoming this limitation further 

enhancement can be done upon the speed of this multiplier. So, 

to overcome this limitation there is another way to find out the 

value of Z1, is that we can use Vedic multiplication algorithm 

to get the value of Z1. As shown in the following: - 

Z1 = X1Y0 + X0Y1; 

Illustration how did we obtained Z1’s value:- 

Z1 = ((X1+X0)* (X1+X0)) – Z2– Z0 

= ((X1+X0)* (X1+X0)) – X1Y1 – X0Y0 

     = ((X1+X0)* (X1+X0)) – X1Y1 – X0Y0 

     = (X1Y0 + X1Y0 + X0Y1 + X0Y0) – X1Y1 – X0Y0 

     = X1Y1 + X1Y0 + X0Y1 + X0Y0 – X1Y1 – X0Y0 

     = X1Y0 + X0Y1 

And other things will be same as shown previously. If this way 

is used to find the value of Z1 then it is called as the “Vedic 

Karatsuba multiplication algorithm”. 

Illustration with example: - 

X = (1001)2 = (10)2 * (22)10 + (01)2; 

Y = (0110)2 = (01)2 * (22)10 + (10)2; 

Z2 =   X1Y1 = (10*01)2 = (10)2;  

Z0 = X0Y0 = (01*10)2 = (10)2; 

Z1 = X1Y0 + X0Y1 = (10*10 + 01*01)2 = (101)2 ; 

      Final result = Z2B2m + Z1Bm + Z0 = (10)2 * (24)10 + 

(101)2 * (22)10 + (10)2 = (110110)2. 

Proposed MAC Unit design :- After designing the thirty two bit 

multiplier, we have placed this module in the MAC unit along 

with conventional modules, digital hardware for the same is 

given in the following, which is self-explanatory in itself: - 

http://en.wikipedia.org/wiki/Accumulator_(computing)
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Figure 2.2 Hardware of Proposed Thirty two Bit MAC Unit 

3. QUNTITATIVE RESULTS 

Following   table   shows   the   area   and   timing constraints 

of proposed karatsuaba multiplier at different bit levels. 

 

Table3.1 Device Utilization Summary of N-Bit 

Multiplier 

4. COMPARATIVE RESULTS 

To   show   the   efficiency   of   proposed karatsuba multiplier 

at eight bit level, it has been compared with some other 

popular multiplier structures based on different multiplication 

algorithms at the eight bit level. For the comparison purpose 

some standard papers have been used. For true and reliable 

comparison, proposed multiplier has been implemented on the 

same platform of target FPGA, which has been used by the 

reference papers. Comparative tables are shown below:- 

In the following given table, target FPGA belongs to Spartan 

3AN (family), XC3S50A (device), -7 (speed grade). This 

multiplier is with clock circuitry, so we have also placed clock 

circuitry with our multiplier: - 

Path Delay (in ns) for different multipliers at sixteen bit 

level 

Urdhva triyagbhyam 

multiplier [1] 

Proposed 

21.647  15.266  

Table 4.1 Comparison Table No. 1 at Sixteen Bit Level 

In the following given table which target FPGA has been used 

belongs to Spartan 3 (family), XC3S400 (device), TQ144 

(Package), -5 (speed grade). 

 

Maximum Combinational Path Delay (in ns) for different 

multipliers at eight bit level 

Array 

multiplie

r [3] 

Booth 

multipl

ier [3] 

Vedic 

multiplier 

with 

KSA[3] 

Vedic 

multiplier with 

KSA[2] 

Prop

osed 

32.01  29.549 23.644 28.699  14.7

65 

Table 4.2 Comparison Table No. 2 For Different Multipliers 

at Eight Bit Level 

In the following given table which target FPGA has been used 

belongs to Spartan 3E (family), XC3S500E (device), FG320 

(Package), -5 (speed grade). 

Maximum Combinational Path Delay (in ns) for different 

multipliers at eight,sixteen and thirty two bit level 

Bit 

level 

Karatsuba 

multiplier [4] 

Vedic multiplier 

with csa [4] 

Proposed 

8 31.029 15.418 13.468 

16 46.811 22.604 14.339 

32 82.834 31.526 23.916 

Table 4.3 Comparison Table No. 3 For Different Multipliers 

at Eight/Sixteen/Thirty Two Bit Level 

5. SYNTHESIS AND SIMULATION 

1. RTL Schematic 4 Bit Karatsuba Multiplier Top View 

 

RTL Schematic  4 Bit Karatsuba Multiplier 

 

2. RTL Schematic 4 Bit Karatsuba Multiplier Top View 
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3. RTL Schematic  4 Bit Karatsuba Multiplier 

 

Device Utilization Summary of Proposed 4-Bit Karatsuba 

Multiplier 

 

Figure 5.1 Device Utilization Summary of Proposed 4-Bit 

Karatsuba Multiplier 

Device Utilization Summary of Proposed 8-Bit Karatsuba 

Multiplier 

 

Figure 5.2 Device Utilization Summary of Proposed 8-Bit 

Karatsuba Multiplier 

Proposed 4-bit Karatsuba multiplier simulation waveform, 

where inputs and output are in decimal format: - 

 

Figure 5.3 Proposed 4-Bit Karatsuba Multiplier Simulation 

Waveform 

Proposed 8-bit Karatsuba multiplier simulation waveform, 

where inputs and output are in decimal format: - 

 

Figure 5.4 Proposed 8-Bit Karatsuba Multiplier Simulation 

Waveform 

6. CONCLUSION 

In this research work a deep analysis and study work has been 

performed on different types of multipliers. And found that 

Karatsuba multiplier is a special kind of polynomial multiplier 

that gives better outcomes in comparison to other conventional 

multipliers. So we have used this multiplier and designed 32-

bit multiplier using karatsuba multiplication approach and 

placed it in the 32-bit MAC unit’s multiplier module. After this 

we have synthesized and simulate this MAC unit to get 

reliability on our designed module. 
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